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A More about Estimating Distortions

A.1 Robustness of Distortions

In this appendix, we develop a variety of exercises in order to assess the robustness of distortions

in school test scores, estimated as discussed in Section 4.1.

Model specification for estimation of distortions. Two statistical exercises provide support for

the specification in equation (3). First, the R-squared of the 7,500 linear regressions we estimate are

high (approximately 0.51) and are always higher in the polynomial rather than the linear model,

as shown in Figure A.10. Second, we implement a cross-validation exercise in which we assume

test takers are the universe of students and we proceed to delete the test scores of ten percent of

students with low GPA, essentially mimicking real world patterns. Reassuringly, in this exercise

the quadratic polynomial specification has a lower mean squared error than the linear model. In

addition, predicted test scores are similar to observed test scores for students with low and high

academic performance, as displayed by Figure A.11.

Accounting for selection into test day. A concern with equation (3) is that of selective attendance.

To test for selection, we re-estimated this equation using a Heckman selection correction and found

evidence supporting our model. The excluded variable when calculating the Heckman corrected

distortions is an indicator for students living outside of the school’s county, which e↵ectively

predicts attendance on test days. These Heckman corrected distortions are remarkably similar

to the uncorrected ones –but noisier, as expected– and both are highly correlated, as displayed

by Figure A.12. Finally, our cross validation exercise shows remarkably similar results for both

models in terms of mean squared error. Given this evidence, we utilize distortions estimated

without this selection correction.

Distortions are independent from noise in test scores. Measurement error (i.e. noise) can also

cause discrepancies between observed and true quality signals. However, we emphasize that (1)

noise is a mean zero random error that is mean independent of distortions, and (2) distortions

are policy-relevant while noise is not. As our setting allows us to calculate the variance of noise

in school test scores, we can show the former empirically. We construct a noise distribution for

each school in our data using administrative estimates of noise in student-level test scores. These

estimates are called “individual-level variability in test scores” and can be aggregated to construct

measures of school-level noise following the method in Quality Education Agency (2013). Figure

A.13 shows that noise is uncorrelated with distortions (correlation is 0.02), which supports the
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notion that our analysis of test day attendance represents a di↵erent margin that distorts quality

signals.

B Understanding Distortions in Quality Signals

B.1 Schools’ Characteristics

Fixed School Characteristics. A significant share of the variation in distortions is explained by

school time-invariant characteristics. If we regress distortions on school indicators, we can explain

36 percent of the variance. If we restrict attention to schools with statistically positive distortions,

we can explain 60 percent of the variance. These percentages are large, especially considering that

the maximum variation that can be explained is probably lower than one due to measurement

error in the dependent variable. Which characteristics of schools predict distortions? Consider the

following regression:

 jt = X0jt✓ + ⌫mt + " jmt

where Xjt is a vector of school attributes in year t and ⌫mt is a market-year fixed e↵ect. Markets

are defined as isolated groups of schools, i.e., with no schools closer than 3 miles as discussed in

section 5.1.3. In order to account for the uncertainty in  jmt, we present estimates weighted by

(the inverse of) the 95 percent distortion confidence interval, thus accounting for the uncertainty

associated to each distortion.

Results are presented in Table A.6-A and show that distortions are larger in small public

schools, for-profit schools, schools serving relative low-income households, and schools with low

attendance rates. These correlations are larger in schools with distortions that are statistically

di↵erent from zero. Additionally, Table A.6-B presents the auto-correlation of distortions, which

is always positive and statistically di↵erent from zero. This positive auto-correlation serves as

additional evidence that distortions are non-random but rather associated to school characteristics.

Time-varying School Characteristics. We study whether variation in distortions can be explained

by within-school-variation in observable characteristics including school fees, socioeconomic com-

position, undistorted quality, and measures of attendance and class size. In particular, we estimate:

 jt = �Xjt + ⌘ j + ⌫t + " jt (11)
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where Xjt is the covariate of interest, and ⌘ j and ⌫t are school and time fixed e↵ects. Figure A.14

show basically no relationship between any of these variables and distortions.34

B.2 Competitive Environment

The above results suggest that a substantive part of the distortions is explained by schools’ fixed

characteristics. Now we study whether part of the distortions can be explained by strategic

behavioral responses. The first idea to explore is whether larger distortions are associated with the

incentives that market environment creates for schools to signal higher quality (Shleifer, 2004). The

market-oriented nature of the system suggests that schools facing more competition might choose

to increase their quality signals using distortions. Dorfman and Steiner (1954) provide a useful

framework to study firm behavior in contexts in which price and quality are jointly determined.

The authors show that firms o↵er higher quality when facing more quality elastic consumers.35

This section tests for this “quality elasticity” and related hypotheses.

We exploit within school variation in variables related to the competitive environment. We

proceed by estimating regressions following equation (11). The variables we consider include the

number of schools in the market, average quality, fees and distortion of rivals, and the position

of a school in the distribution of fees and quality in the market. We also employ the estimates

from our school choice model in section 5 to calculate quality demand elasticities. Figure A.15

displays results graphically. Although changes in the number of schools in the market and changes

in average attributes of competitors are uncorrelated with distortions, demand quality elasticity

is strongly correlated with distortions. The latter result is consistent with Dorfman and Steiner

(1954): schools facing higher quality elasticity optimally choose to signal higher quality. This result

is reinforced by the fact that schools in higher percentiles of the market-level quality distribution

also seem to introduce higher distortions.

Similarly, the extent to which schools may increase test scores through di↵erential attendance

on test days could be one of the drivers of distortions. We construct a measure of potential gains

from non-random attendance on test days by comparing predicted school test scores a school

34The only clear relationship is that between the number of students missing on test days and the magnitude of the
distortion, which is positive as expected: missing students are a necessary condition for this distortion.

35Dorfman and Steiner (1954) analyze the behavior of a monopolist and argue that quality is optimally set following
the condition:

q =
p
cq

⌘q

⌘p

where q is quality, p is price, cq is the cost of quality, and ⌘q and ⌘p are the quality and price demand elasticities,
respectively. In our interpretation, however, we use their result to approximate the case of imperfect competition with
multiple firms and the analysis of a particular firm facing residual demand which is one way of modeling school
behavior in this market setting (Neilson, 2017a). In our setting, we argue that observed quality q can be increased by
either increasing true quality or introducing higher distortions.
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would obtain if the ten percent of students in the bottom of the GPA distribution was absent on

test day with the predicted school test scores if all students attended such day. Figure A.16 displays

the correlation between estimated distortions and this measure of potential gains, which is strong

and positive: schools that gain more from non-random attendance on test days also display higher

distortions.

B.3 Incentives Placed by SEP Voucher Program

We describe the SEP program in section 2 of the paper. The program generates incentives to raise

average test scores through two channels associated with the government funding it provides. In

particular, incentives placed by the SEP program operate through a classification of schools that is

based largely on SIMCE test scores. This classification then determines (i) the degree of autonomy

that schools are provided in spending government funding o↵ered by the program, such that

schools with higher test scores have more flexibility than those with lower test scores; and (ii) the

renewal of the a�liation of schools to the program after four years in it also depends on SIMCE

test scores. For a detailed discussion of the program, see Correa et al. (2014).

The program started in 2008, and while almost all public schools adopted the program imme-

diately, private schools were allowed to choose if and when to adopt it and did so in a staggered

fashion across subsequent years. The share of voucher schools in the program increased from 46

percent to 69 percent between 2008 and 2013. We exploit this variation in the timing of adoption

of the SEP program by schools to study whether such event has an e↵ect on distortions in quality

signals. In particular, we estimate the following event study specification:

 jt =
⌧̄X

⌧=⌧

�⌧Djt,⌧ + X0jt✓ + ⌘ j + ⌫t + " jt (12)

where Djt,⌧ is a dummy that indicates that school j adopted the SEP program ⌧ years before year t,
such that �⌧’s are the parameters of interest, which measure the e↵ect of SEP adoption ⌧ years after

adoption. This specification includes school and year fixed e↵ects, and a vector of time-varying

school control variables which includes school enrollment, average attendance rates and number

of students taking the SIMCE test.

Figure A.17 presents the results from this analysis. We find that after schools adopt the SEP

program, they increase their distortions in quality signals by around 0.7 points (0.17�). This increase

persists four years after adopting the program. These results suggest that pressures associated with

the SEP program may induce schools to introduce distortions in their test scores in order to comply

with requirements set by the SEP program for renewing a�liation with it and continue receiving
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additional government funding.36 We interpret these results with caution, given that adoption of

the SEP program is a choice of schools (in particular, for voucher schools) and therefore program

adoption could be correlated with school unobservables also driving distortions. However, the

pre-trend leading to adoption is remarkably well behaved, which limits that concern. These results

are consistent with recent work by Feigenberg et al. (2018), Quezada-Ho✏inger and Von Hippel

(2018) and Sánchez (2019).

B.4 Monetary Incentives for Teachers

We describe the SNED program in section 2 of the paper. Given that (i) prizes are provided

according to an index, and (ii) after each contest schools are informed of their outcomes, we can

use a school’s index as a measure of incentives. We compute the distance of each school to the

threshold for obtaining the prize. Schools closer to the threshold have more incentives to increase

their test scores through distortions than those further away from the threshold either upwards

(sure winners) or downwards (sure losers). Using this rationale, we estimate:

 jt = 1IN f IN(SNEDIN
jt�1) + 1OUT f OUT(SNEDOUT

jt�1 ) + ⌘ j + ⌫t + " jt (13)

where SNEDIN
jt�1 measures distance to the threshold for winners, and SNEDOUT

jt�1 measures distance

to threshold for losers, both in terms of index points. We use information from the previous contest

to construct these variables. Our objects of interest are the functions f IN and f OUT. If schools closer

to the threshold have larger distortions, we would interpret it as evidence of teachers introducing

distortions to test scores as a response to the incentives placed by the program.

Figure A.18 presents four di↵erent plots for the relationship between distortions and schools’

distance to the threshold. We present results for the two years after the prize is awarded and both

for raw distortions in quality signals and residualized distortions (net of school and year fixed

e↵ects, as well as school characteristics). Estimates of f IN and f OUT show, if anything, the opposite

pattern: schools closer to the cuto↵ have lower or similar distortions to quality signals. These

results provide suggestive evidence against the hypothesis that teachers manipulate attendance to

increase test scores.

36The implementation of the SEP program was not as rigorous as intended. In fact, the first sanctions to schools were
implemented in 2012, several years after the program started (Neilson, 2017b). These results suggest that, regardless
of di�culties with the implementation, schools at least partially believed that MINEDUC would behave in accordance
to the design of the program according to sanction, as in absence of such belief there would have been no additional
pressure on schools regarding increasing test scores and, therefore, no increase in distortions in quality signals.
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B.5 Information for School Choice

Other quality disclosure policies could incentivize schools to introduce distortions in quality

signals, as is the case of the ETL informational policy, which we use to test for this mechanism. See

section 2 of the paper for details about the program.

Following the discontinuous incentives at the threshold, we estimate:

 jt = 1r f r(qjt�1) + 1y f y(qjt�1) + 1g f g(qjt�1) + X0jt✓ + " jt (14)

where qjt�1 measures test scores with which the ETL policy was assigned to schools. Our objects of

interest are the functions f r, f y and f g, where r, y and g stand for the three di↵erent quality levels

signed by the policy to schools. If schools closer to the policy thresholds have larger distortions,

we would interpret it as evidence of schools introducing distortions in order to signal a higher

level of quality in a subsequent version of the policy.

Figure A.19 presents the linear relationships between test scores and distortions around the

ETL policy cuto↵s. Again, we present results for distortions and residualized distortions.37 These

plots show that distortions increased slightly around the cuto↵ between red and yellow schools.

This means that schools introduce larger distortions in order to move towards the yellow category

or avoid moving to the red category. Note that once school characteristics are controlled for, this

pattern can hardly be noticed. This pattern, however, is not the same around the second cuto↵.

These results do not provide strong evidence that schools closer to thresholds set by this policy

introduce higher distortions in order to signal higher quality.

37Note that this is a cross-sectional exercise, so we cannot include school and year fixed e↵ects in this case, just school
characteristics.
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Figure A.1: Evolution of vouchers
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Notes: Amount covered by di↵erent types of vouchers in the system. In particular, four types
are displayed, covering the interaction of schools o↵ering half and full school shifts (i.e. HD and
FD) according to the JEC program, and school subscribed and not subscribed to the SEP program.
This figure displays the voucher amount for SEP school with high performance. Note that this
figure do not display all voucher types: the voucher amount for low performing SEP schools and
the component of SEP vouchers related to the concentration of SEP students in schools are not
reported.
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Figure A.2: Test scores as quality signals

(a) Public dissemination of test scores (b) Test scores in newspaper

(c) Test scores as an advertising device

Figure A2: Example of maps given to parents

89

(d) Test scores as a policy tool

Notes: This figure displays the di↵erent roles of test scores in the Chilean educational system. Panel
(a) displays the front page of La Segunda, a popular newspaper, advertising the disclosure of school
level test scores for all schools. Panel (b) shows schools’ test scores as published in newspaper El
Mercurio. Although test scores are observable, other variables such teacher wages, teacher quality,
value added, and school composition, are not. Panel (c) displays an advertising banner placed on
the front of a school reporting on successful results obtained by the schools in SIMCE as a means of
advertising its quality to households. Panel (d) displays an example of of the Educational Tra�c
Lights policy, which utilizes SIMCE test scores as an input for quality disclosure.
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Figure A.3: Correlation between test scores and value added
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Notes: This figure displays the relationship between test scores and the only available measure of
value added in Chile, from Neilson (2017a). We thank the author for providing us with this figure.
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Figure A.4: Comparison of school absenteeism on test day with fake test days
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(a) Di↵erences-in-di↵erences using school days around April 23th, 2013
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(b) Comparison of distributions (green is April 23th and white are actual test days)

Notes: Panel (a) presents the di↵erence in absenteeism rates between 4th and 3rd graders across
the GPA distribution around April 23th of 2013, a day without standardized tests. The histograms
in panel (b) represent the distribution of the following di↵erences-in-di↵erences estimate at the
school level:

�Aj = (Aj4T � Aj4t) � (Aj3T � Aj3t)

where Ajkt is the average absenteeism rate of kth graders in school j in day t. Day t = T represents
the day of the event analyzed (green is April 23th and white actual test days). A Kolmogorov-
Smirnov test rejects the equality of distributions in both cases (p-values < 0.01).
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Figure A.5: Distribution of distortions by subject in 4th grade
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Notes: We estimate distortions by subject of SIMCE using the methodology described in section
4 of the paper. Distortions in quality signals correspond to the average distortion in math and
language. We provide descriptive statistics for distortions by subject in Table A.1.
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Figure A.6: Correlation between distortions in di↵erent tests
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Notes: These figures displays the relationships between estimated distortions in test scores for
di↵erent subjects of SIMCE.
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Figure A.8: Estimated coe�cients on distance from the first stage
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(a) Low-income students, distance
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(b) High-income students, distance

Notes: These figures display resulting estimates for �r
d from the first stage of the school choice

model. Each observation is the estimated coe�cient for an estimating cell comprised by a market,
year and household type. The red line indicates the average coe�cient.
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Figure A.9: Observed and predicted school enrollment

0

.05

.1

.15

.2

.25

Pr
ed

ict
ed

 e
nr

ol
lm

en
t s

ha
re

0 .05 .1 .15 .2 .25
Observed enrollment share

Linear fit
45 degree line

Notes: This figure displays the relationship between observed school enrollment shares and pre-
dicted school enrollment shares using model estimates. Predicted enrollment shares are calculated
as:

sjmt(�̂, �̂d) =
X

r
⇡r

mt
1

Nr
mt

X

i2Ir
mt

Pr
i jmt(d

r, �̂r, �̂r
d)

where ⇡r
mt is the share of households of type r in market m and year t, while Nr

mt and Ir
mt are the

number and the set of such households respectively. The expression is thus simply a type-share-
weighted average of average choice probabilities for school j.
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Figure A.10: Prediction model
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Notes: This figure presents the distribution of R-squared for all regressions of test scores on
observable variables (i.e. predictors) among test takers in each school in our data. We include
predictors linearly (solid line) or as a polynomial (dash line). Recall that these predictions include
GPA, indicators for school switchers and students who are repeating the grade, and year fixed
e↵ects. Vertical lines denote the average R-square in the corresponding panel. Panel (a) plots the
R-squared for the math test and panel (b) plots the R-squared for the language test. There are a
total of 7,493 regressions in each panel.
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Figure A.11: Evaluation of prediction model
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Notes: These figures present binscatter plots of “true test scores” (y-axis) and “predicted test scores”
(x-axis) for di↵erent types of students. “True test scores” are observed test scores and “predicted
test scores” were calculated using predetermined observable variables as predictors, combined
using the estimated model in section 4 of the paper (equation 3). In these prediction exercises, we
use the universe of test-takers – 1,929,654 students in the period 2005-2013 – and we delete 10%
of observations in each school-year. Then, we proceed to predict test scores of the observations
we deleted using the remaining 90% of students. This method allows us to evaluate the quality of
our prediction. Students with low (high) academic performance are those below (above) the 25th
(75th) percentile of the GPA distribution within a school-year.
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Figure A.12: Heckman corrected distortions
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Notes: The excluded variable when calculating the Heckman corrected distortions is an indicator
variable that takes the value of one for students that live outside of the municipality of the school.
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Figure A.13: Distortions and noise
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Notes: We construct a noise distribution for each school in our data using administrative estimates
of noise in student-level test scores. These estimates are called “individual-level variability in test
scores” and can be aggregated to construct measures of school-level noise following the method in
Quality Education Agency (2013). This figure corresponds to a scatter plot showing the correlation
between noise and distortions across schools as a linear fit. Each dot represents a school. The low
correlation of 0.02 highlights that noise is mean independent of distortions. We conclude from
this exercise that test day attendance represents a di↵erent (behavioral, non-statistical) margin that
distorts quality signals.

xxi



Figure A.14: Distortions and school attributes
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Notes: These figures display the relationship between relevant school characteristics and distortions
in quality signals. All variables have been residualized with school and year fixed e↵ects. The size
of markers indicates the number of students in it. The mean of distortion (y-axis) is 2.7 test score
points.
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Figure A.15: Distortions and attributes of schools within 3km
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Notes: These figures display the relationship between relevant market characteristics and distor-
tions in quality signals. All variables have been residualized with school and year fixed e↵ects.
The size of markers indicates the number of students in it. The mean of distortion (y-axis) is 2.7
test score points. Variables in panels (a) through (f) correspond to market aggregates excluding
the reference school. Quality demand elasticities in panel (i) are calculated using the sample and
estimates from the school choice model in section 5, as:
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where ⇡r
mt is the share of households of type r in market m and year t, while Nr

mt and Ir
mt are the

number and the set of such households respectively. The expression in brackets is thus simply
a type-share-weighted average of the partial derivative of choice probabilities for school j with
respect to quality. In the plot, both variables are residualized by removing school and year fixed
e↵ects.
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Figure A.16: Potential gains and distortions
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Notes: This figure displays a binned scatter plots of distortions on potential gains from having
students not attend on test days. We compute potential gains as the di↵erence between the
average predicted school test score if the bottom 10 percent of the student GPA performance
distribution does not take the test and the average predicted school test score if all students in the
class take the test. The latter is what we call schools’ undistorted quality signals. Both variables
have been residualized with school and year fixed e↵ects.
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Figure A.17: Change in distortions around adoption of SEP program
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Notes: Event study analysis in equation (12) to test for the e↵ect of a�liation to the SEP vouchers
program on distortions in quality signals (y-axis). The x-axis displays years since a school adopts
to the SEP program. Dots indicate coe�cients for the e↵ect of each year around the event on
distortions in quality signals. The coe�cient on the year before SEP adoption is normalized
to zero. Clustered standard errors at the school level are displayed in brackets. We find that
distortions in quality signals increase after SEP adoption.
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Figure A.18: Monetary incentives for teachers

1.5

2.0

2.5

D
is

to
rti

on

-20 -10 0 10 20
Slots from winning prize

(a) Distortion in year t + 1

-0.4

-0.2

0.0

0.2

0.4

D
is

to
rti

on
 re

si
du

al
s

-20 -10 0 10 20
Slots from winning prize

(b) Distortion in year t + 1

1.5

2.0

2.5

D
is

to
rti

on

-20 -10 0 10 20
Slots from winning prize

(c) Distortion in year t + 2

-0.5

0.0

0.5

D
is

to
rti

on
 re

si
du

al
s

-20 -10 0 10 20
Slots from winning prize

(d) Distortion in year t + 2

Notes: Regression kink design in equation (13) to test for the e↵ect of monetary teacher incentives
on distortions in quality signals (y-axis). The x-axis represents a measure of the probability of
winning the prize (i.e. teacher bonuses). Schools to the left (right) of the thresholds won (did not
win) the prize in the previous tournament. We present more details about this public program in
section 2 of the paper. Left panels correspond to changes in the slope without controls while right
panels control for a set of school fixed e↵ects. The null hypothesis of incentives a↵ecting distortions
implies an “inverted V” relationship between “slots from winning prize” and distortions around
the kink. We reject the hypothesis that teacher incentives cause distortions in quality signals.
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Figure A.19: “Educational Tra�c lights” policy
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Notes: Regression kink design in equation (14) to test for the hypothesis of manipulation of test
scores to be classified in a “higher” category. The x-axis represents school scores which fully
determines their category. We present more details about the policy in section 2 of the paper. The
null hypothesis of manipulation implies an “inverted V” relationship between school scores and
distortions in quality signals. The upper panel corresponds to the test without controls while the
lower panel controls for a basic set of pre-determined school characteristics. We strongly reject the
hypothesis of manipulation of test scores for the school to be classified in a higher category.
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Table A.1: Descriptive statistics for distortions by subject

Obs. Mean St. Dev. Min Max Years

Math 60,741 2.7 4.4 -3.5 23.9 2005–2013

Language 60,760 2.6 4.4 -3.4 23.8 2005–2013

Natural sciences 5,902 2.1 3.9 -7.8 20.6 2008, 2010

Social sciences 10,033 2.1 3.2 -3.5 17.0 2009

Notes: Distortions are measured in test score points and we estimated them using the methodology
described in section 4.
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Table A.2: School markets as connected components

3km 4km 5km 6km 7km 8km 9km 10km

Markets 451 413 380 348 322 295 273 251

Markets with more than 1 schools 262 248 233 219 208 196 191 181

Markets with more than 5 schools 106 104 99 93 90 88 86 86

Markets with more than 10 schools 63 63 60 55 52 49 48 50

Markets with more than 20 schools 36 36 33 31 30 29 28 29

Notes: Let A be a N ⇥ N matrix representing the network of N =5,416 urban schools in Chile in
the period 2005–2013. In network theory, A is referred to as adjacency matrix. This adjacency
matrix represents an undirected network, i.e., A is a symmetric matrix. The element A(i, j) in this
adjacency matrix takes the value of one if school i and j are closer than  kilometers from each
other and zero otherwise. A “component” or “connected component” of A is a sub-network in
which any two schools are connected to each other through some other school, i.e., we can always
find a “path” that connects any two pair of schools in the sub-network. A market is defined as a
connected component of A. In the paper, we use  = 5 (highlighted in gray), but results are robust
to di↵erent definitions.
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Table A.6: Understanding distortions

Dependent variable: distortions in quality signals (in test score points)

All Distortions> 0

A – School attributes (1) (2) (3) (4)

Public 1.41*** 1.26*** 0.65** 0.54
(0.13) (0.14) (0.31) (0.33)

Religious 0.03 -0.11 0.18 0.03
(0.08) (0.08) (0.17) (0.20)

For-profit 0.35*** 0.40*** 0.91*** 0.94***
(0.11) (0.11) (0.31) (0.32)

Log parents income -0.65*** -0.60*** -0.71*** -0.79***
(0.04) (0.05) (0.10) (0.13)

Average annual attendance -0.08* -0.19*** -0.20** -0.29**
(0.04) (0.05) (0.10) (0.12)

Students in 4th grade -0.17 -0.11 -2.37*** -2.21***
(0.15) (0.15) (0.25) (0.26)

Enrollment in grades 1st-8th -0.43*** -0.52*** 0.04 0.14
(0.16) (0.16) (0.25) (0.26)

Indicator SEP 1.12*** 0.59*** 1.42*** 0.62*
(0.07) (0.10) (0.15) (0.35)

Constant 1.22*** 1.64*** 5.35*** 5.97***
(0.13) (0.14) (0.31) (0.39)

B – Autocorrelation

Lagged distortion 0.41*** 0.38*** 0.39*** 0.37***
(0.01) (0.02) (0.03) (0.03)

Constant 1.97*** 2.06*** 6.25*** 6.30***
(0.04) (0.05) (0.13) (0.14)

Mean of dep. variable 2.18 2.18 5.11 5.11
Market-year F.E. No Yes No Yes
Variance explained by schools F.E. 0.36 0.36 0.60 0.60
F-test school F.E. 4.59 4.59 2.96 2.96
Schools 3,417 3,417 2,339 2,339
Observations 29,588 29,579 5,929 5,927

Notes: Estimation includes all urban schools. All non-indicator variables have been normalized (except
for lagged distortion). All regressions are weighted by the inverse of the uncertainty associated to the
calculation of distortions, where uncertainty is the size of the confidence interval. Columns 3-4 restrict the
data to school-year observations with distortions statistically di↵erent from zero. Robust standard errors in
parentheses. Significance level: *** p<0.01, ** p<0.05, * p<0.1.
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